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“October. This is one of the peculiarly dangerous months to speculate in stocks. The others are July, January, September, April, November, May, March, June, December, August, and February.” (Mark Twain (1894))

1 Introduction

Since the late 1970s, a large body of research in finance has questioned the efficient markets hypothesis. Recently, Cooper et al. (2006) report significant predictive power of January stock market returns in the U.S. for returns in the remainder of the calendar year and thus confirm the market wisdom 'As goes January, so goes the year'. We investigate the presence of the Other January Effect in 19 countries, thereby broadening empirical evidence to stock markets with dissimilar institutional and regulatory characteristics. By reducing the data-snooping bias, we ascertain whether the Other January Effect is a real phenomenon. While the results for the U.S. are confirmed, we do not find empirical evidence supporting the Other January Effect for most of the other 18 countries in our sample.

The Other January Effect was first discovered for the U.S. by Yale Hirsch in 1972 (Hirsch and Hirsch (2007)) and termed the January Barometer. Hirsch and Hirsch (2007) report a 91.1% accuracy ratio for this barometer for S&P 500 data since 1950, with extreme events such as wars being responsible for the exceptions to the rule. They identify major political events as the fundamental force driving the January Barometer. These are the conventions of the new Congresses, the President’s State of the Union message, the presentation of the annual budget of the government, and the setting of national goals and priorities by the President. In the U.S., these political events occur in January, and Hirsch and Hirsch (2007) hypothesise that moving such incidents to other months could eliminate the January Barometer. However, as they address mainly practitioners, they do not conduct a rigorous econometric investigation of the phenomenon.

Bloch and Pupp (1983) test for the January Barometer with S&P 500 data from 1950 to 1982. Once controlled for long-term overall upward trends in the stock market, the January Barometer does not have statistically significant forecasting power. Consistently, Fuller (1978) reports that a trading strategy based on the January Barometer is as profitable as a naive buy-and-hold strategy. By contrast, Hensel and Ziema (1995a) propose a trading rule for the U.S. market that recommends buying after a positive January return, whereas
no conclusive investment advice can be derived from a negative return in January. Hensel and Ziemba (1995b) investigate the January Barometer’s forecasting power internationally. They confirm their earlier results for the U.S. and find predictive power of the January Barometer when January returns are positive for Australia, Canada, Japan, and the U.K. Hensel and Ziemba (1995b) attribute the January Barometer to economic activity such as Christmas sales. Using data from the New York Stock Exchange, Brown and Juo (2006) find that negative January returns are a reliable predictor for the rest of the year, while positive January returns’ predictive power is much weaker.

Cooper et al. (2006) provide the first thorough econometric investigation of the Other January Effect. They examine value-weighted and equally-weighted CRSP market returns from 1940 to 2003 and stock market return time series for the NYSE index from 1825 to 2003. In their analysis, macroeconomic and business cycle variables, the Presidential cycle, and investor sentiment indices are accounted for as control variables. The stock market returns in January reliably predict the return for the rest of the year, while the stock market returns in the other eleven months cannot predict future returns.

Seemingly significant calendar effects in stock markets can be the result of extensive search for abnormal patterns in non-experimental and limited datasets (Sullivan et al. (2001)). Apparent deviations from unpredictable stock returns are deemed surprising and hence journals publish disproportionately more papers reporting irregularities. In particular, the Other January Effect might be the result of snooping the U.S. stock market data for such an anomaly. Moreover, Lo and MacKinlay (1990) and Sullivan et al. (2001) argue that statistical inference based on the empirical properties of a particular sample is prone to data-snooping biases and hence potentially misleading. Instead of waiting decades until reinvestigating the Other January Effect with new data for the U.S. as indicated by Cooper et al. (2006), we, alternatively, make a contribution by using existent data from other countries as Schwert (2003) suggests.

Following this approach, we analyse 18 additional stock markets whose return-generating processes are largely independent of each other, thereby reducing any data-snooping bias. Moreover, we construct a set of control variables to capture calendar anomalies as well as varying risk premia due to business cycle fluctuations. Specifically, we raise the research question of whether the Other January Effect is an international phenomenon or a peculiarity of the U.S. stock market.
The paper is organized as follows. We introduce the methodology in section 2 and the dataset in section 3. Section 4 presents the empirical results before section 5 summarises our findings and concludes.

2 Methodology

To test the statistical significance of the Other January Effect, we follow the methodology proposed by Cooper et al. (2006). We compare monthly stock market returns over eleven months following positive Januarys with monthly stock market returns in the eleven months following negative Januarys by estimating

\[ r_t = \alpha + \beta OJE_t + \gamma X_t + \phi Z_{t-1} + u_t, \]

where \( r_t \) is the excess stock market return, \( \alpha \) the constant, \( OJE_t \) the dummy variable to identify the Other January Effect, \( X_t \) and \( Z_{t-1} \) vectors of control variables, and \( u_t \) the error term.

The indicator variable \( OJE_t \) takes the value of 1 for February to December following Januarys with positive excess stock returns and 0 otherwise. If the estimated coefficient of the dummy variable is statistically significantly different from 0 and positive, the 11-month holding-period return following a positive January return is significantly higher than the 11-month return following a negative January return. This implies that January stock returns have predictive power for the returns in the following eleven months.

Januarys’ predictive power might be associated with other variables and phenomena which potentially explain stock returns. Therefore, we take contemporaneous and lagged control variables in the vectors \( X_t \) and \( Z_{t-1} \) into account.\(^1\) The contemporaneous vector \( X_t \) contains a dummy variable capturing the Halloween Effect put forward by Bouman and Jacobsen (2002). International evidence indicates that returns for May to October are substantially lower than for the rest of the calendar year. Therefore, the Halloween indicator variable \( HallD_t \) takes the value 1 for each month from November to April and 0 for the remaining months.

The lagged vector \( Z_{t-1} \) comprises ex ante observable variables related to the business cycle and international stock market dependencies. Four lagged macroeconomic control variables

\(^{1}\text{The impact of outliers is also considered. In particular we control for the large monthly declines of stock markets in October 1987 and in September 2001. Including an outlier dummy variable does not qualitatively affect the empirical results.}\)
related to the business cycle are included in $Z_{t-1}$. The variables are possible proxies for time varying risk premia on stocks. These variables are:

1. lagged dividend yield $DIV_{t-1}$;

2. lagged term spread $TERM_{t-1}$, measured as the difference between a long-term government bond yield and the short-term interest rate;

3. lagged relative interest rate $RREL_{t-1}$, which is calculated as the deviation of the short-term interest rate from its one-year moving

4. expected inflation $INF_{t-1}^e$ formed in $t-1$ for period $t$, which is proxied by actual inflation in period $t$.

There is broad evidence that those control variables can forecast stock returns (Fama and French (1988, 1986), Campbell and Shiller (1988), Chen et al. (1986), Keim and Stambaugh (1986) and Jensen et al. (1996)). Finally, for all markets except the U.S., lagged U.S. stock market returns $r_{US,t-1}$ are included to capture the linkages between the U.S. stock market and the markets in other countries.

We start by estimating an unrestricted model which consists of the indicator variable $OJE_t$ and the full set of controls. Applying the general-to-specific methodology we reduce the complexity of the unrestricted model and provide a robustness check for our empirical results. Specifically, we start with all candidate variables and stepwise eliminate control variables with coefficients that are not statistically significant at the 10% level. This leads to a specific model with only statistically significant coefficient estimates for the control variables. Campbell and Yogo (2006) argue that statistical inference in predictive regressions using persistent explanatory variables, like the dividend yield, is potentially invalid. As a robustness check, we estimate regressions without the vectors of control variables.

The regression equations are estimated using ordinary least squares (OLS). The standard errors are corrected for heteroskedasticity in the residuals using the method proposed by

---

2 The lagged default spread, which is defined as the difference between the return on a portfolio of corporate bonds and on long-term government bonds, was also considered as a macroeconomic control variable. Since returns on corporate bonds are available for much shorter sample periods for most countries this variable was omitted from our baseline regression in order to increase the sample length. The empirical findings additionally using the lagged default spread in the shorter sample periods do not affect our main conclusion.

3 To control for joint effects and comovements, contemporaneous U.S. stock market returns $r_{US,t}^{US}$ are added to the set of control variables. The variable appears to be statistically significant for many countries but the empirical findings on the Other January Effect are unaffected.

4 In addition, we also run the general-to-specific procedure starting with all candidate variables without lagged dividend yield. The empirical results confirm the robustness of the main results.
In order to strengthen statistical inference and to control for data-snooping biases, we use standard errors which are obtained from the randomized-bootstrap procedure with 10,000 replications suggested by Cooper et al. (2006). This bootstrap procedure explicitly controls for the predictive power of stock returns in the remaining eleven month. The characteristics of the randomized-bootstrap procedure are described in detail in the paper by Cooper et al. (2006).

3 Data

Our dataset comprises monthly observations on stock market indices and macroeconomic variables for 19 major industrialized countries with mature stock markets: Australia, Austria, Belgium, Canada, Denmark, Finland, France, Germany, Italy, Japan, the Netherlands, Norway, South Africa, South Korea, Spain, Sweden, Switzerland, the U.K., and the U.S. The selection of these countries is motivated by data availability. To obtain a sufficient long common sample period for the empirical investigation, only countries are considered where data is available at least from 1970. All stock market and macroeconomic time series are denominated in local currency units. Sample periods vary across variables and countries. For each country we select the longest common sample for the whole set of stock market and macroeconomic variables.

Stock market returns for each country are calculated using value-weighted total return indices. Fama (1998) argues that value-weighted returns, rather than equal-weighted returns, are the appropriate data to test for an anomaly as they replicate investment performance. The excess stock return in % per month is calculated as

\[
    r_t = \left( \ln \left( \frac{I_t}{I_{t-1}} \right) - \ln \left( 1 + \frac{i_t^s}{12 \cdot 100} \right) \right) \cdot 100, \tag{2}
\]

where \(I_t\) is the value of the performance index and \(i_t^s\) is the short-term interest rate in % per annum. We use simple compounded dividend yields \(DY_t\) and compute continuously compounded dividend yields \(DIV_t = \ln(1 + DY_t) \cdot 100\). Depending on country specific availability, we use the Treasury bill rate, the central bank discount rate, commercial paper yields or, alternatively, the money market rate, as the short-term interest rate. The long-term government bond rate is the 10-year government bond yield. The inflation rate is

\footnote{In addition, we correct standard errors for heteroskedasticity and autocorrelation in the residuals using the method proposed by Newey and West (1987) with a maximum lag length of 6. The empirical results are robust concerning the number of lags.}
proxied by the change in consumer prices. All time series are taken from Global Financial Data.

4 Empirical Results

Table 1 summarises the estimation results for the model without control variables and the model with a reduced number of control variables. We report findings for the country-specific full sample period and in addition for the shorter sample 1970-2007 common for all countries to obtain comparable cross country results. Besides the empirical results regarding the Other January Effect, Table 1 also reports the estimated coefficients of the control variables with their $p$-values. In general, statistically significant point estimates have the theoretically expected signs. Coefficients of the Halloween dummy are significant for most of the countries. Among the other control variables, relative interest rate and expected inflation are the most influential ones. Moreover, national excess returns are, in general, positively correlated with the U.S. stock market. Across most countries and model specifications, the empirical results are largely robust to statistical inference with standard $p$-values or bootstrapped ones.\footnote{Empirical results on the randomized-bootstrap inference are not reported but are available on request.}

Insert Table 1 about here

More important, for the U.S., monthly excess stock market returns are, on average, higher by 0.73\% over the full sample (1.01\% over the short sample) following positive Januarys than after Januarys scoring negative returns. This result is statistically significant at the 1\% level (5\% level) and consistent with Cooper et al. (2006). While the Other January Effect is significant and remarkably large for the U.S., it vanishes as the sample is extended internationally. In particular, the countries with stock markets that are not subject to the Other January Effect are Australia, Austria, Belgium, Canada, Denmark, France, Germany, Italy, Japan, the Netherlands, South Africa, South Korea, and Sweden. By contrast, Finland, Norway, Spain, Switzerland and the U.K. exhibit the Other January Effect. For Finland and Switzerland the Other January Effect is insignificant when estimated without using control variables. The Other January Effect in Spain is not present in the model with control variables. In the U.K., the Other January Effect is more prominent in the recent sample compared to the 1924-2007 period.
Additionally, as a robustness check, we investigate the predictive power of stock returns in each of the remaining calendar months from February to December. It turns out that some other calendar months in a few countries have statistically significant predictive power for the following eleven months with magnitudes comparable to the results we report for the Other January Effect. Nevertheless, a consistent and robust pattern across months or countries cannot be identified.

The empirical evidence reported by Cooper et al. (2006) on the Other January Effect is sensitive to the selection of the sample period. While the anomaly is significant for the full sample (1973-2003), it disappears in non-overlapping 10-year subperiods from 1980 onwards. Therefore, as a further robustness check, we investigate the predictive power of each month by country over subperiods. The results of Cooper et al. (2006) are confirmed for our data set, too. As for the U.S. the Other January Effect disappears for Finland, Spain and the U.K. in the seventies. Only for Norway and Switzerland, the Other January Effect is statistical significant over time. Moreover, there are very few countries in which a particular month has predictive power throughout all subperiods. For most countries the predictive power of particular months varies over time.

In summary, the Other January Effect is an American peculiarity and cannot be detected for most of the remaining 18 stock markets in our dataset. In fact, large and highly developed stock markets other than the U.S., such as Japan, France and Germany do not exhibit the Other January Effect. These results give rise to the hypothesis that the Other January Effect is not a widely observed phenomenon.

5 Summary and Conclusion

The aim of this paper is to investigate the presence of the Other January Effect in 19 countries. This stock market anomaly stems from the market wisdom 'As January goes, as goes the year' and refers to the observation that U.S. stock market returns in January can serve as a reliable predictor for the market return in the subsequent eleven months. We provide international empirical evidence on the Other January Effect, as existing literature on this anomaly focuses on the U.S. stock market. By including stock markets other than

---

7 Since January returns are included into those regressions we additionally control for the well-known January Effect. Detailed empirical results are available on request.

8 Detailed empirical results are available on request.
the U.S. in our sample, data-snooping biases are reduced.

For the U.S., we find evidence in favour of the Other January Effect, which is consistent with the results in Cooper et al. (2006). Among the 18 other countries in our sample, only for Norway and Switzerland the stock market anomaly is statistically significant over various subperiods. Hence, there is no broad and robust empirical evidence in favour of an international Other January Effect. Regarding the forecasting power of the remaining months, we find that January is not unique in its capability to predict stock market returns. In fact, almost every month shows statistically significant forecasting power in at least one of the 19 countries under investigation without a consistent pattern.

In essence, only two out of 19 countries exhibit a robust Other January Effect. The existence of statistically significant forecasting power of particular months seems to be determined by the selection of stock markets or sample periods. Systematically predicting stock returns based on previous return observations appears to be impossible. In light of this evidence, we conclude that the Other January Effect is not an international phenomenon.
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<table>
<thead>
<tr>
<th>Country</th>
<th>Sample period</th>
<th>Regression coefficients (p-values)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$r_t = \alpha + \beta OJE_t + u_t$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Constant</td>
</tr>
<tr>
<td>Australia</td>
<td>1963:1 - 2007:12</td>
<td>0.34 (0.22)</td>
</tr>
<tr>
<td></td>
<td>1970:1 - 2007:12</td>
<td>0.35 (0.24)</td>
</tr>
<tr>
<td>Austria</td>
<td>1970:1 - 2007:12</td>
<td>0.186 (0.065)</td>
</tr>
<tr>
<td>Belgium</td>
<td>1951:1 - 2007:12</td>
<td>0.25 (0.11)</td>
</tr>
<tr>
<td></td>
<td>1970:1 - 2007:12</td>
<td>0.09 (0.17)</td>
</tr>
<tr>
<td>Canada</td>
<td>1936:1 - 2007:12</td>
<td>0.19 (0.12)</td>
</tr>
<tr>
<td></td>
<td>1970:1 - 2007:12</td>
<td>0.25 (0.20)</td>
</tr>
<tr>
<td>Denmark</td>
<td>1970:1 - 2007:12</td>
<td>0.04 (0.02)</td>
</tr>
<tr>
<td>Finland</td>
<td>1963:1 - 2007:12</td>
<td>0.70 (0.33)</td>
</tr>
<tr>
<td></td>
<td>1970:1 - 2007:12</td>
<td>0.77 (1.43)</td>
</tr>
<tr>
<td>France</td>
<td>1896:1 - 2007:12</td>
<td>0.43 (0.15)</td>
</tr>
<tr>
<td></td>
<td>1970:1 - 2007:12</td>
<td>0.49 (0.51)</td>
</tr>
<tr>
<td>Germany</td>
<td>1870:1 - 2007:12</td>
<td>0.36 (0.39)</td>
</tr>
<tr>
<td></td>
<td>(ex 1922-1924)</td>
<td>0.249 (0.402)</td>
</tr>
<tr>
<td></td>
<td>1970:1 - 2007:12</td>
<td>0.08 (0.12)</td>
</tr>
<tr>
<td>Italy</td>
<td>1926:1 - 2007:12</td>
<td>0.74 (0.85)</td>
</tr>
<tr>
<td></td>
<td>1970:1 - 2007:12</td>
<td>1.13 (1.05)</td>
</tr>
<tr>
<td>Japan</td>
<td>1931:1 - 2007:12</td>
<td>0.06 (0.72)</td>
</tr>
<tr>
<td></td>
<td>1970:1 - 2007:12</td>
<td>0.13 (0.54)</td>
</tr>
<tr>
<td>Netherlands</td>
<td>1952:1 - 2007:12</td>
<td>0.31 (0.16)</td>
</tr>
<tr>
<td></td>
<td>1970:1 - 2007:12</td>
<td>0.01 (0.47)</td>
</tr>
</tbody>
</table>
Table 1 (continued): The Other January Effect

<table>
<thead>
<tr>
<th>Country</th>
<th>Sample period</th>
<th>Regression coefficients (p-values)</th>
<th>$r_t = \alpha + \beta OJE_t + u_t$</th>
<th>$r_t = \alpha + \beta OJE_t + \gamma X_t + \phi Z_{t-1} + u_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Constant</td>
<td>OJE_t</td>
<td>Constant</td>
</tr>
<tr>
<td>Norway</td>
<td>1970:1 - 2007:12</td>
<td>-0.87</td>
<td>1.25</td>
<td>(0.153)</td>
</tr>
<tr>
<td>South Africa</td>
<td>1961:1 - 2007:12</td>
<td>0.58</td>
<td>-0.04</td>
<td>(0.203)</td>
</tr>
<tr>
<td></td>
<td>1970:1 - 2007:12</td>
<td>0.57</td>
<td>-0.14</td>
<td>(0.222)</td>
</tr>
<tr>
<td>South Korea</td>
<td>1964:1 - 2007:12</td>
<td>0.23</td>
<td>0.48</td>
<td>(0.731)</td>
</tr>
<tr>
<td></td>
<td>1970:1 - 2007:12</td>
<td>0.16</td>
<td>0.54</td>
<td>(0.732)</td>
</tr>
<tr>
<td>Spain</td>
<td>1952:1 - 2007:12</td>
<td>-0.46</td>
<td>1.10</td>
<td>(0.264)</td>
</tr>
<tr>
<td></td>
<td>1970:1 - 2007:12</td>
<td>-0.64</td>
<td>1.16</td>
<td>(0.203)</td>
</tr>
<tr>
<td>Sweden</td>
<td>1919:1 - 2007:12</td>
<td>-0.15</td>
<td>0.51</td>
<td>(0.723)</td>
</tr>
<tr>
<td></td>
<td>1970:1 - 2007:12</td>
<td>0.19</td>
<td>0.25</td>
<td>(0.822)</td>
</tr>
<tr>
<td>Switzerland</td>
<td>1970:1 - 2007:12</td>
<td>-0.18</td>
<td>0.69</td>
<td>(0.666)</td>
</tr>
<tr>
<td>U.K.</td>
<td>1924:1 - 2007:12</td>
<td>-0.15</td>
<td>0.63</td>
<td>(0.649)</td>
</tr>
<tr>
<td></td>
<td>1970:1 - 2007:12</td>
<td>-0.87</td>
<td>1.49</td>
<td>(0.090)*</td>
</tr>
<tr>
<td>U.S.</td>
<td>1872:1 - 2007:12</td>
<td>-0.18</td>
<td>0.70</td>
<td>(0.450)</td>
</tr>
<tr>
<td></td>
<td>1970:1 - 2007:12</td>
<td>-0.38</td>
<td>1.10</td>
<td>(0.313)</td>
</tr>
</tbody>
</table>

Notes: The values in parentheses are p-values using heteroskedasticity-consistent standard errors proposed by White (1980). **, *** denote statistical significance at the 10%, 5% and 1% level, respectively.